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ABSTRACT

As the competitive advantages of electric vehicles, both in terms of operating costs and eco-friendly characteristics have gained attention, the demand for electric vehicles has increased, and studies for efficiently charging electric vehicles are being actively conducted. Previous studies have mainly focused on scheduling one electric vehicle visiting a charging station or scheduling multiple electric vehicles in a centralized execution method. However, a decentralized execution method that can schedule multiple vehicles according to their status is more suitable in a realistic smart grid charging environment that requires quick decisions. Therefore, we propose a multi-agent deep reinforcement learning approach with a centralized training and decentralized execution method that can derive charging scheduling for each electric vehicle. Computational experiments show that the proposed approach shows desirable performance in minimizing the operating cost of electric vehicles.

1. Introduction

Owing to the eco-friendly and economic advantages of electric vehicles (EVs) compared to conventional internal combustion engine vehicles, the demand for EVs is on the rise. Therefore, the increased number of EVs consumes a sufficiently large amount of electricity within the grid. A smart grid system has emerged to solve the power supply problem for electric devices that use a large amount of electricity, including EVs. A smart grid is a two-way communication power supply system between the power company and users to efficiently control the usage of available electricity [1]. Various power systems (e.g., heating, ventilation, and air conditioning (HVAC) systems, home energy management systems (HEMS), and renewable energy systems) that consume a significant amount of energy are operated within the smart grid. The smart grid solves the power supply problems based on advanced communication equipment [2]. Using energy and its data from various systems generated in the smart grid can make the grid operator efficiently distribute electricity to consumers. Hence, with the growing interest in EVs and the development of smart grid technology, the field that considers charging scheduling to minimize the operating cost of EVs within the smart grid is receiving significant attention [3].

As the smart grid shows effective performance, EV charging stations in the smart grid, including solar power generation systems (PV) and energy storage systems (ESS), have recently appeared. Along with the increasing number of EV charging stations in the smart grid, research to efficiently operate the charging stations has also increased [4]. In order to efficiently operate EV charging stations, including complex systems, it is essential to respond appropriately to various variables occurring in the systems. Therefore, many studies have tried to minimize charging and operating costs by using optimization methods. However, optimizing the charging scheduling of EVs in the smart grid that communicates with various systems is not an easy problem. Considering uncertain situations within the smart grid (e.g., amount of PV generation, real-time electricity prices, and the arrival and departure times of EVs) is far from reality when dealing with the existing optimization method. However, using the data generated from the above situations can more practically approach the situation that occurs in a more realistic environment [5].

Reinforcement learning is a machine learning technique suitable for making sequential decisions in a complex environment in which much data is generated, such as in the smart grid. In reinforcement learning, the environment and the agent repeatedly interact by exchanging state, action, and reward. Unlike other algorithms operating in an environment where the model is completely known, reinforcement learning algorithms can learn in an environment without a model [6]. In particular, Sutton and Barto [6] showed that reinforcement learning derives an action that can maximize the reward in a given state and find the optimal decision, even in a situation where information is insufficient or uncertain. In addition, by overcoming the curse of dimensionality...
problem with a deep reinforcement learning technique grafted with a deep neural network, problems that were too large to handle can be solved efficiently [7]. With the above strengths, reinforcement learning can be considered suitable for making optimal decisions in the smart grid environment containing numerous and uncertain systems.

Therefore, we propose a MADRL (multi-agent deep reinforcement learning) method to efficiently charge multiple EVs that visit an EV charging station. Each as an agent, EVs participate in learning with their states. Based on the learning, each EV selects the charging or discharging action to be taken in the current state. We used the MADRL algorithm and describes the specific process of how the MADRL algorithm is applied to the smart grid environment consisting of various power systems is presented. To model and solve the problem, we used the Markov decision process to formulate the problem as a sequential decision-making problem. Through this process, multiple EVs can get optimal energy at every time step according to their state respectively.

1. A multi-agent approach based on deep reinforcement learning is proposed to address the charging scheduling problem of multiple EVs. A multi-agent approach using centralized training and decentralized execution method gives faster and better solutions than existing methods.

2. In order to solve the situation in which multiple EVs visit a charging station in the smart grid, an EV charging station environment consisting of various power systems is presented. To model and solve the problem, we used the Markov decision process to formulate the problem as a sequential decision-making problem. Through this process, multiple EVs can get optimal energy at every time step according to their state respectively.

3. The proposed method can be practically applicable in that the method satisfies both EV users and an EV charging station operator. EV users can acquire the battery charge they want within a specified time. From the perspective of an EV charging station operator, the operator can minimize the operating cost while satisfying users.

The remainder of this study is organized as follows. In Section 2, literature review related to this paper is introduced. Section 3 provides explanations and mathematical formulations of the problem. Section 4 introduces the deep reinforcement learning algorithm and describes the specific process of how the MADRL algorithm is applied to the experiment. The computational experiments and their interpretation are presented in Section 5. Finally, the last section concludes this paper. A list of commonly used abbreviations is given in Table 1.

### 2. Literature review

Numerous charging scheduling approaches have been proposed to the electric power market in recent years. Developed from the one-way power supply system of the past, in which power grids supplied electricity to users, research on a two-way electricity exchange system that users (e.g., EV users) can supply with power in reverse is also being actively conducted [8]. In particular, discharging electricity from the EV to the power grid not only allows EV users to sell electricity at a high price but also can lower peak demand across the power grid. In addition, considering various power generation systems implemented in the smart grid is also a main concern in ongoing research [9].

Due to the rapid development of the electricity market, many companies in the electricity industry are focusing on and researching fields for practical implementation in the real world. Kempton et al. [10] and Mersky and Samaras [11] tested the impact of electricity costs on a two-way electricity exchange system with utility company PJM. Also, companies that make up the mainstream of electric vehicles (Tesla, Hyundai, etc.) are contemplating the optimal operation strategy for electric vehicles in the power grid [12,13].

Most of the previous studies tried to solve the charging scheduling problem by using an optimization method based on a mathematical model. Koroko and Sahinoglu [14] solved this problem using the robust optimization method. Zhang and Li [15] handled the charging problem using dynamic programming in the smart grid. Khaki et al. [16] developed a novel hierarchical distributed framework to solve an optimal charging scheduling problem of EVs. Ghofrani et al. [17] used a genetic algorithm to find the appropriate EV charging method. Celli et al. [18] and Yang et al. [19] used a particle swarm optimization algorithm to optimize the charging strategy of the EVs in the power grid. Su et al. [20] proposed a rolling horizon scheduling approach using a genetic algorithm to address the EV charging problem in the energy market. In addition to these studies, various studies have used optimization methods to solve scheduling problems, but these approaches may not easily solve the problem because of the complexity of the smart grid [21]. Recently, several researchers have focused on data-based methodologies using machine learning techniques that show powerful data processing and interpretation capabilities. Reinforcement learning is one of the machine learning techniques that has powerful sequential decision-making abilities, as stated in Section 1. Advancing from the reinforcement learning algorithm that stores and updates estimates in a table (e.g., Q-learning algorithm), deep reinforcement learning has a structure that updates values using a neural network. Deep reinforcement learning is suitable for dealing with problems that are complex and have large-scale state and action spaces by using a method that approximates a policy function and value function [22]. Many attempts have been made to optimize the sequential decision making process by applying deep reinforcement learning to the power control system in the smart grid using these characteristics. Liu et al. [23] solved the scheduling problem of a HEMS combined with a PV using deep reinforcement learning. Several approaches have used deep reinforcement learning on EVs in smart grid environments. Lu and Heng [24] proposed a novel demand response algorithm in a smart grid using reinforcement learning and a deep neural network. Wang et al. [25] solved the EV charging scheduling problem for EVs visiting a charging station using the SARSA algorithm. Xiong et al. [26] proposed reinforcement learning based real-time energy management to achieve an optimal power distribution method in an electric vehicle. In addition, there were some studies about the model-free approach of EV charging that learns the time series flow of electricity prices by combining a long short-term memory (LSTM) network with a deep neural network [5,27].

In order to cope with the complex system of the smart grid, a few researchers considered MADRL. MADRL is a study of multiple artificial agents that work in a shared environment, cooperating or competing with the other agents [28]. MADRL can be divided into two methods: Q-learning based and policy-gradient based. QMIX is a MADRL algorithm based on the Q-learning method [29]. QMIX updates Q values using a mixing network. MADDPG and COMA algorithms used in this paper are MADRL algorithms based on the policy gradient method [30,31]. Detailed descriptions of the MADDPG and COMA algorithms will be dealt with in Section 4.

Several studies have focused on applying MADRL algorithms to the power grid environment. Xu et al. [21] solved the problem of managing...
electric devices used at home, including EVs, using MADRL. Shin et al. [32] set the EV charging stations as agents to learn cooperative charging scheduling between the other charging stations to minimize the overall operating cost. Zhang et al. [33] used MADRL algorithms to address the charging scheduling problem in a smart grid. The difference between the paper and this study is that while [33] focused on the energy distribution strategy of the charging stations, this study focuses on the charging scheduling method of the EVs visiting a station. Zhang et al. [34] addressed selecting appropriate EV charging spots using MADRL. The paper by Da Silva et al. [35] is similar to this paper in that EVs are charged using MADRL. However, that paper did not consider the commuting behavior of EVs and the smart grid environment. By factoring in commuting behavior, our research addresses more uncertain and practical charging situations of EV users. Furthermore, this paper deals with an EV charging station in the smart grid, which includes various power systems to charge multiple EVs efficiently.

The differences between previous studies and this paper are depicted in Table 2. In order to consider the commuting behavior of EVs, the situation in which EVs visit charging stations at uncertain times was considered. In addition, we considered the EV charging station in the smart grid, including the ESS and the PV. Furthermore, by setting up several EVs as agents, we used a MADRL approach to find the optimal decision-making process for each time step.

3. Mathematical formulation

In this Section, we introduce the charging scheduling problem we are addressing. Mathematical formulations and the environment of the problem are presented to model and solve the problem. We used the Markov decision process to model the sequential decision-making process of a charging scheduling problem.

3.1. Description of EV charging station in the smart grid

In this section, we address a real-time charging scheduling problem of multiple EVs visiting a single EV charging station. Fig. 1 shows the hierarchical structure of an EV charging station in the smart grid. In the EV charging station, there exists PV, which generates electricity from the sun, and ESS, which stores and distributes electricity. EVs visiting the EV charging station receive or return electricity from the ESS. Outside the EV charging station exists, an electricity corporation, called the service provider, which offers electricity to the charging station. A service provider sells electricity to the EV charging station at a real-time electricity price. The EV charging station stores electricity purchased from service providers in an ESS. Electricity stored in the ESS is distributed to EVs in need of charging. There is no cost for the electricity when it receives electricity from the PV inside the charging station. Therefore, in this paper, EV charging stations first use electricity supplied from PV, and then purchase electricity from a service provider for unsatisfied electricity demand.

As the EVs get charged or discharged during the process, both ESS and EVs send and receive electricity while satisfying their capacity constraints. A detailed description of the constraints is given in Section 3.2.

3.2. Markov decision process and mathematical formulations

In order to model the system, we define notations and introduce necessary formulations. $E = \{1, 2, \ldots, N\}$ represents a set of $N$ EV agents. We define $i \in E$ to represent each EV. The problem occurs within a finite time, $T$, per day, so time, $t$, has a value of $t = 0, 1, 2, \ldots, T$.

As stated in Section 1, reinforcement learning can be formalized using the Markov decision process. The states, actions, and rewards established to design the EV charging environment are as follows. Equations and accompanying explanations are added to indicate constraints that occur in the environment.

1. State : The state of EV charging problem includes the price state, PV state, ESS state, and the EV state. The description of the state components is as follows. $D = \{d_0, d_1, \ldots, d_N\}$ represents the set of remaining charge of the EV at time step $t$. The remaining time until departure of EV $i$ is denoted by $RT = \{r_1, r_2, \ldots, r_N\}$. The ESS state of-charge (SOC) at time step $t$ is represented as $ess_t$.

2. Action : We set the action of EV $i$ at time step $t$ as $a_t$. EVs can choose between charging or discharging action, each with a positive or negative sign. EVs can also choose a non-charging action, taking neither charging nor discharging actions. In reality, most EV charging stations provide a discrete charging system. The discrete charging system is a system that charges the EV with a fixed amount of charge per hour. Therefore, in this paper, we set the charging or discharging action as a discrete value [37]. Constraint (1) represents the constraint that the total charging and discharging actions of EVs cannot exceed the possible charging or discharging amount of power allowed at the charging station. Constraint (2) denotes the capacity constraint of the ESS. The sum of the ESS SOC at the previous time step, the sum of all actions of EVs, and the power generated from PV should be between the maximum and minimum capacity of ESS. Constraint (3) represents the capacity constraint of the EV. All the constraints mentioned above are handled in the action selection phase of the algorithm. The actions that violate the constraint are eliminated from the possible action candidates. A detailed implementation of the constraints in the algorithm is illustrated in Section 4.

### Table 2
Comparisons of this paper and previous studies.

<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>EV charging</th>
<th>PV/ESS</th>
<th>Commuting behavior</th>
<th>Multi-agent</th>
<th>Solution methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ghofrani et al. [17]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Genetic algorithm</td>
</tr>
<tr>
<td>Zhang and Li [15]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Dynamic programming</td>
</tr>
<tr>
<td>Liu et al. [23]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>DQN, DDQN</td>
</tr>
<tr>
<td>Li et al. [36]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>DDPG</td>
</tr>
<tr>
<td>Wan et al. [5]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>SARSA</td>
</tr>
<tr>
<td>Wang et al. [25]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>commNet</td>
</tr>
<tr>
<td>Shin et al. [32]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>MADPG + LSTM</td>
</tr>
<tr>
<td>Zhang et al. [27]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>CMA</td>
</tr>
<tr>
<td>Da Silva et al. [35]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>MASCO</td>
</tr>
<tr>
<td>This paper</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>COMA</td>
</tr>
</tbody>
</table>

### Sets
- $S$: Set of observation states
- $A$: Set of actions
- $E$: Set of EVs
- $D$: Set of unsatisfied demand of EVs
- $U$: Set of remaining time until departure of EVs
EVs may be made to minimize the operating costs of EV charging stations. Because this can be a significant load on the energy storage device. Accordingly, indiscriminate charging and discharging, in which the EV can be used as an energy source, was configured to prevent indiscriminate actions. In order to charge the EV to the user’s desired amount, a strong negative reward is given when the EV is not fully charged at the time, \( t_{dep} \) when the EV leaves the charging station. The dissatisfaction cost incurred for not satisfying the user’s needs can be expressed in the form of a quadratic function as \( \beta \cdot (d^i_t)^2 \). The coefficient, \( \beta \), suggests a trade-off between satisfaction level and electricity cost, and it will be verified through experiments in Section 5.2.

4. Transition : The transition rule \( f \) will transit the \( s^i_t \) to the next state \( s^i_{t+1} \) based on the action taken by each agent \( i \). The transition dynamic can be represented as \( s^i_{t+1} = f(s^i_t, a^i_t) \). The dynamics of the state components are updated as follows:

\[
\begin{align*}
\text{Battery cost of EV} & = C^B = \frac{m}{100} \cdot \frac{d^i_{t}}{\text{ess}_{max}} \quad (5)
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From “beginning of a day” to the time at which all EVs leave the charging station becomes one episode. That is, the terminal state of each episode depends on the position of all EVs. If there are no EVs left in the charging station in the next step, the episode ends. However, if there are any EVs left in the station, the simulation moves to the next step and iterates the process.

4. Reinforcement learning algorithms

In this Section, we present MADRL algorithms for solving the EV charging scheduling problem. We approached the problem with the COMA algorithm and the MADDPG algorithm. Section 4.1 provides explanations of the deep reinforcement learning algorithm. Section 4.2 presents the framework of MADRL. Sections 4.3 and 4.4 provide the structure and procedure of both the COMA and MADDPG algorithms.

4.1. Deep reinforcement learning algorithm

The Q-learning algorithm, which is one of the most widely used learning methods in reinforcement learning, updates the Q value of the state–action pair, as in Eq. (9).

\[ Q(s_t, a_t) \rightarrow Q(s_t, a_t) + \alpha [r_t + \gamma \max_{a'} Q(s_{t+1}, a') - Q(s_t, a_t)] \]  

(9)

However, when the dimension of the state corresponding to the input value or the dimension corresponding to the action increases, there exists a limitation to updating with the Q-table. According to Mnih et al. [40], deep Q-networks can quickly and effectively solve problems with high dimension states and actions. If the Q function is approximated as $Q(s, a, \theta)$ using the parameter $\theta$, the value function estimation can be made more effectively.

\[ L(\theta) = \mathbb{E} \left[ \left( R_{t+1} + \gamma \max_{a'} Q(s_{t+1}, a'; \theta') - Q(s_t, a_t; \theta) \right)^2 \right] \]  

(10)

Using the stochastic gradient descent method, it is possible to find the parameter $\theta$ that minimizes the value of Eq. (10).

However, with the Q-learning method, there is a disadvantage in that the policy can change significantly, even with a small change in the Q-value. The policy gradient method emerged to overcome the above shortcoming. The policy gradient method is a method that maximizes reward by updating the policy composed of parameter $\theta$. The policy gradient theorem is shown as Eq. (11).

\[ \nabla_{\theta} J(\theta) = \mathbb{E}_{\tau \sim p(\tau)} \left( \sum_{t=0}^{T} \nabla_{a_t} \log p(a_t | s_t) (\sum_{t=0}^{T} r(s_t, a_t)) \right) \]  

(11)

The REINFORCE algorithm is the representative algorithm of the policy gradient method. The REINFORCE algorithm updates the parameter, $\theta$, using the estimated gradient in Eq. (11). The process of updating $\theta$ is performed through gradient ascent as $\theta \leftarrow \theta + \alpha \nabla_{\theta} J(\theta)$, where $\alpha$ is the learning rate.

4.2. Multi-agent deep reinforcement learning

Rather than one agent operating in one environment, it is more common for multiple agents to collaborate or compete in a real environment, such as in sports [41] or in an autonomous vehicle system [42]. MADRL is a method that can train multiple agents in an environment in which agents do not know all information about other agents during the changing environment [43]. In MADRL, as shown in Fig. 3, multiple agents interact with the environment and learn their policies.

Based on the received action, the environment returns the corresponding state and reward. The reinforcement learning methods with independent learners (e.g., independent Q-learning) that were at-
tempted before the MADRL had difficulty handling the non-stationary and partially observable issues. Non-stationary issue is a problem that occurs because the results of an agent’s actions are not constant due to the effect of other agents in a given environment. Partially observable issue occurs when one agent does not know all the information about the environment, including information about other agents in the environment. By successfully solving non-stationary and partial observable issues, MADRL can derive optimal decision making for multiple agents.

A variety of learning structures has been proposed for MADRL. In a fully centralized method that shares all the states and rewards of agents, the joint action space expands exponentially. Not only is this a considerable limitation in scalability, but it is not a guaranteed way to find an optimal solution. On the other hand, when agents learn in a fully decentralized way, there is a disadvantage in that it is difficult to consider the cooperative or competitive situation [44]. The centralized training and decentralized execution (CTDE) method is a method that combines the previous two methods. CTDE uses global information during centralized training, and only the agent’s local information is adopted to execute the learned policies in a decentralized way [45]. Through this procedure, the CTDE method adequately handles the cooperative situation and guarantees the efficiency of the search space. Therefore, we approached the EV charging scheduling problem with MADRL using the CTDE method.

### 4.3. Counterfactual multi-agent policy gradient algorithm

The theoretical advantages of CTDE have led to the development of numerous MADRL algorithms. COMA, one of the representative algorithms of CTDE, performs centralized training through the critic network, and performs decentralized execution through the actor network. The COMA network uses the credit assignment method in which each agent is assigned a contribution to the overall reward using the actor–critic policy gradient method. Throughout the assignment method, it is known that the COMA algorithm shows good performance in the cooperative situation [31]. The COMA algorithm used a counterfactual baseline for credit assignment. Eq. (12) shows a reward representing the degree of contribution of the agent to the overall reward.

\[
D^a = r(s, u) - r(s, (u^a, c^a))
\] (12)

In this Equation, \(u\) is the joint action space of the agents, \(u^a\) represents the joint action space of the other agents except for agent \(a\), and \(c^a\) means the action independent of the agent’s policy. COMA tried to increase the computational efficiency by estimating the Q value using a centralized critic. The advantage function used to calculate the baseline is shown below.

\[
A^i(s, u) = Q(s, u) - \sum_{a^i} \pi^i(u^i | s^i) Q(s, (u^a, \hat{u}^a))
\] (13)

With the strength in the cooperative situation due to the credit assignment method and the network structure that can handle discrete action space, the COMA algorithm is a reasonable method for the problem we have. Therefore, the scheduling method for charging multiple EVs in the smart grid using the COMA algorithm proposed in this paper is as shown in Algorithm 1 below. We use actor, critic, and target critic networks to implement the COMA algorithm. The procedure of the algorithm is as follows.

#### Algorithm 1 COMA algorithm for EV charging scheduling

1. **Initialize** the critic and actor networks \(\theta^c, \theta^\pi\).
2. **Initialize** the target critic networks \(\hat{\theta}^c\).
3. For each training episode \(e\) do
   - Clear buffer
   - For \(e_b = 1\) to \(\text{Batchsize}/n\) do
     - Initialize electricity price, PV generation, EV states
   - For timestep \(t = 1\) to \(T\) do
     - For each EV agent \(a\) do
       - \(h_t^a = \text{Actor}(\theta^\pi, h_{t-1}^a, u_{t-1}^a, a, u, \theta^c)\)
       - Mask the invalid actions and receive \(u_t^a\) from \(\pi(h_t^a, \epsilon)\)
     - Get next state \(s_{t+1}\) and reward \(r_t\)
   - Stack memory to buffer
4. For \(t = 1\) to \(T\) do
   - Unroll batch using states, actions and rewards
   - Calculate targets \(y_t^c\) using \(\hat{\theta}^c\)
5. For \(t = T\) down to 1 do
   - \(\Delta Q_t^c = y_t^c - Q^c(c_t^c, u)\)
   - \(\theta^c = \nabla_u (\Delta Q_t^c)^2\)
   - \(\theta_{t+1}^c = \theta_t^c - \alpha \Delta \theta_t^c\)
   - Every C steps set \(\theta_t^c = \theta_{t+1}^c\)
6. For \(t = T\) down to 1 do
   - Calculate \(A^i(c_t^c, u)\) based on Eq. (13)
   - \(\Delta \theta^\pi = \Delta \theta^\pi + \nabla_{u} \log \pi(u|h_t^a) A^i(c_t^c, u)\)
   - \(\theta_{t+1}^\pi = \theta_t^\pi + \alpha \Delta \theta_t^\pi\)
(1) Initialize actor and critic networks for activating and evaluating the action of the agents

(2) The target network of the critic network is initialized for estimating the critic value.

(3) In each episode, the EV charging environment is created. Mask the invalid actions and select the valid action \( u^i_t \) of the EV agent, \( a \). Reward, \( r_t \), and the next state, \( s_{t+1} \), are obtained through this process. Add and gather memories into buffer in single batch.

(4) The TD target, \( y_t^i \), is obtained through the target critic, \( \hat{\theta} \). After finding the critic gradient, we do a critic update. At every C step, the target critic is updated to be the same as the critic.

(5) The advantage function is derived from the counterfactual baseline, as in Eq. (13). Then accumulated actor gradient using the advantage function, and the agent weight is updated.

4.4. Multi-agent deep deterministic policy gradient algorithm

The MADDPG algorithm uses the CTDE method with two networks like the COMA algorithm. However, the MADDPG algorithm is different from the COMA algorithm in its number of critics. The COMA algorithm uses one critic network to assign a credit for a reward, different from the COMA algorithm in its number of critics. The COMA algorithm uses one critic network to assign a credit for a reward, whereas the MADDPG algorithm uses the CTDE method with two networks.

The detailed explanation of the notation and the equations for the algorithm are as follows. The notations \( \mu_k \) and \( \mu \) represent the deterministic policy of agent \( k \), and the set of continuous policies, \( Q^i_k \), means the centralized critic for agent \( k \) under \( \mu \). The observations of all agents are denoted as \( s = (o_1, \ldots, o_N) \). \( M \) denotes the samples from replay buffer, \( D \). The centralized actor network is updated as Eq. (14).

\[
\nabla \tilde{\theta}_k J(\mu_k) \approx \frac{1}{M} \sum_j \nabla \mu_k \mu_k(o'_j) \nabla a_k Q^i_k(s'_j, a'_j, \ldots, a'_{N}) |_{o'_j = \mu_k}(a'_j) \tag{14}
\]

Each agent, \( k \), learns with all the observations and the actions in the training stage, which alleviates the non-stationary issue. However, in the action selection stage, only the local information of agent, \( k \), is used to select the agent’s action. With the target value of \( y^i \), centralized action–value function \( Q^i_k \) is updated as Eq. (15).

\[
L(\theta_k) = \frac{1}{M} \sum_j \left( y^j - Q^i_k(s'_j, a'_j, \ldots, a'_{N}) \right)^2.
\]
\[
y^j = r^j + \gamma \max_{a'_j} Q^i_k(s'_j, a'_j, \ldots, a'_{N}) \mid a'_j = \mu_k(a'_j) \tag{15}
\]

The procedure of the MADDPG algorithm is presented in Algorithm 2. The initialization step of the algorithm is similar to Algorithm 1. However, we used \( \zeta \) for exploration of action. We masked the invalid actions which violate the constraints we addressed in Section 3.2. Then, we execute the valid actions and get the next state, \( s_{t+1} \), and reward, \( r_t \), accordingly. Also, we adopted a replay buffer to the algorithm. Utilizing the replay buffer increases data efficiency, as the algorithm operates in an off-policy method. After storing the samples to the replay buffer, the algorithm updates the actor and critic network based on Eqs. (14) and (15).

5. Computational experiments

In this Section, we conducted an experiment on a system for charging EVs based on the policy learned from the multi-agent deep reinforcement learning algorithm. The experiment was conducted on a Python 3 and Intel Core CPU i5-9400F processor. Through this section, we found a reasonable charging scheduling method and compared it with the existing algorithm to verify its applicability. In Section 5.1, we provide assumptions and system parameters needed for the experiment setup. In Section 5.2, we conduct experiments to analyze the performance of the multi-agent reinforcement algorithms.

5.1. Experiment setup

EV users’ commuting behavior consists of random variables generated from a truncated normal distribution. The commuting behavior of EV users is adopted in the previous study [46]. The departure time, the arrival time of EVs following a truncated normal distribution to prevent overlap issues that might occur in the environment. The arrival time of EV, \( t_i \), is presented as \( t_i' \). We assumed that EV, \( i \), arrives at an average time of 6 p.m. within a range between 3 p.m. and 9 p.m. and follows a truncated normal distribution with a standard deviation of 1. Similarly, we assumed that the departure time of EV, \( t_i \), represented as \( t_i'' \), follows a truncated normal distribution and departs between 6 a.m. and 11 a.m., and at an average time of 8 a.m. In Fig. 4, we showed an illustrative example of the commuting behavior of EVs visiting the charging station. In addition, we assumed that EVs are, on average, half-charged at this point and can visit with a minimum charge level of 20% and a maximum of charge level of 80%. The SOC of the EV, \( i \), at time step, \( t \), is represented as \( SOC_i \). The ESS of a charging station also follows the same assumptions as the SOC of an EV. However, unlike the EV SOC which is determined when the EV arrives at the charging station, the ESS SOC is decided when the environment is initialized. The structure of the artificial neural network used in the experiment is shown in Table 3.

The CTDE algorithms, which show satisfactory performance in the cooperative model, evaluate each EV by a central critic and distribute the policy to implement an action appropriate to their state. In this...
Fig. 4. Illustrative example of the commuting behavior of EVs visiting the charging station (a) Arrival times range of EVs that visit the charging station; (b) Departure times range of EVs that have finished charging.

Fig. 5. Cumulative rewards during the training process.

Table 3

<table>
<thead>
<tr>
<th>Description of parameters.</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Episode</td>
<td>100,000</td>
</tr>
<tr>
<td>Time step</td>
<td>24</td>
</tr>
<tr>
<td>Optimizer</td>
<td>adam</td>
</tr>
<tr>
<td>Discount rate</td>
<td>0.95</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Activation function</td>
<td>relu, softmax</td>
</tr>
</tbody>
</table>

5.2. Performance evaluation

This section presents the experiment results to examine the performance of our proposed approach. In the experiment, we used the MADDPG algorithm, the COMA algorithm, and the heuristic algorithm. The heuristic algorithm used as a benchmark is constructed by reproducing the algorithm used in [5]. The heuristic algorithm charges EVs preferentially in the evening, when the price is low, and charges the remaining demands during the day. Fig. 5 depicts the training curves of the average of 100 cumulative rewards received by the MADDPG, COMA, and heuristic algorithms.

As shown in Fig. 5, the COMA algorithm, which received a lower reward at the beginning of the episode, stably receives a higher reward as the episode proceeds. With the strength stated in Section 4.3, the COMA algorithm shows a stable learning curve when an episode exceeds 20,000 iterations. Table 4 summarizes the average results of the last 10,000 episodes. We proceed with the remaining experiments in this section using the COMA algorithm, which exhibits the highest performance in cumulative rewards.

We conducted a numerical experiment on $\beta$, representing the trade-off between the operating cost and satisfaction level. The validity of the parameter $\beta$ was referred to in previous papers [5,38]. We had set the $\beta$ value as 0.1 as a default in the experiments. The test data were conducted for 1000 episodes. The penalty coefficients, $\beta$, were chosen to be 0.1, 0.2, and 0.01, respectively, and are indicated by the black, red, and green lines.

As shown in the experimental results, Fig. 6 depicts that a better cumulative reward is obtained when the value of $\beta$ shown in black is 0.01. This result stems from the trade-off between the satisfaction level and the operating cost of the penalty coefficient beta. If the penalty coefficient is high, the operating cost of the charging station will increase, but most users have a high level of satisfaction because the demand is satisfied. On the other hand, if the penalty coefficient is low, the operating cost decreases with the unsatisfied demand. Through this, we can confirm that the model’s validity is reasonable by matching our intuition, and at the same time, accurately estimating the parameter beta’s value is a crucial task that can change the EV charging strategy.

We conducted an experiment on how the agents learn according to different types of hidden layers. We changed the number of hidden layers while keeping the number of nodes the same. The results of the experiment are shown in Fig. 7. We find that as the number of hidden layers increases, the iterations needed for convergence decrease. However, we can also find that too many hidden layers may not get the optimum reward.
advanced and recent CTDE method to be effective in cooperative situations. Therefore, the algorithms derive the actions of each EV that maximizes the sum of all rewards generated at the EV charging station. The experimental results showed that the charging scheduling method applying the COMA algorithm outperformed the MADDPG algorithm and the existing heuristic algorithm. Future research directions of this paper are as follows.

Including a charging station operator in learning to make pricing decisions might extend the scope of this paper. In this study, we focused on the EV charging scheduling method, but we would like to expand the study to the problem of pricing. Users who visit an EV station purchase electricity at the same price as that sold by the service provider. However, EV charging station operators might think of a problem where charging scheduling and pricing are simultaneously resolved. Through this, we intend to configure a system that can maximize the operating profit of the charging station operator through flexible pricing while maintaining the satisfaction level of EV users. Furthermore, in this paper, the number of EVs is fixed, and the same types of EVs participate. However, we would like to propose a method that can respond flexibly to a more dynamic environment, such as when the number of EVs increases or when other types of EVs visit a charging station. Also, we believe that the charging scheduling method proposed in this paper can be extended to the microgrid field, such as the HEMS within the smart grid.
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5.3 Validity discussion

To further validate the EV charging scheduling method, in Fig. 8, the experiment was conducted with the standard deviation value used for estimating the SOC of the visiting EV. Fig. 8 represents the change in total reward with changes in the standard deviation, \( \sigma \). The experimental result shows that the penalty reward decreases as the standard deviation value increases. The EV charging station is equipped with a charging system that can sufficiently achieve the target charging demand regardless of the state of the EV. If EVs with a low battery SOC visit, they leave the charging station fully charged, not significantly affecting the reward. However, when vehicles with a large battery SOC visit, the EV can be used as a small ESS that performs charging and discharging actions.

6. Conclusions

In this study, we deal with charging EVs visiting an EV charging station in the smart grid that includes a PV and an ESS. The multi-agent deep reinforcement algorithms were used to efficiently charge multiple EVs to minimize the cost incurred in the smart grid. To the best of our knowledge, this document is the first to address the charging scheduling problem of multiple EVs in a smart grid using MADRL. While most of the studies partially alleviated the complex situation to take a mathematical modeling method, we solved the problem without strong assumptions as we formalized the problem to the sequential decision-making problem. The MADDPG and COMA algorithms adopt the most
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